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Questions halfway through talk, and at the end.



Movies, Movies, Movies...
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Australian VFX House (with Animal Logic, Digital Pictures), S-M size
Specialise in movies
Some of the works we've done are…



Movies, Movies, Movies...

3



Movies, Movies, Movies...
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How does 
this magic 
happen?

1. Tools & 
Infrastructure

2. Artists
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First, need tools: hardware, software, infrastructure.
Second, need people who can use those tools: artists.
HP4: 15 employees, 9 months, 50 shots.  90 staff total.



The Problem

12MB
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One frame from a movie is…



The Problem

300MB
x2

= 600MB
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Work in OpenEXR, render to Cineon 2K



300MB
x3

= 900MB

The Problem
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Clients want DPX, + use half/quarter-size proxies



300MB
x10

= 3000MB

The Problem
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Multiple copies for A/B comparison + experiments + extra 3D data (shadow maps).
End: 7 minutes.



Requirements
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Hand over to Anthony.  Need I/O.  Lots of it.



Requirements

• Your I/O subsystem has to transfer...

• 25 Frames Per Second

• 12MB per frame

• 300MB per second

• Your average desktop PC can't do this
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I/O



Requirements

• Solution:

1. $10000-$15000K

2. ... or roll your own.
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Build special box that plays only 2K files: lots of RAM + RAID0.  (Cheaper than $10k!).  
FrameCycler: RAM-based playback, closed source, problems scrubbing.  Replaced with in-
house tool (RIP).



Requirements
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Solved I/O problem, but now a bigger problem...



Requirements

• File servers: 300MB per second of frame 
data, running over network

• ... with ~3GB storage space required per 
frame

• ... multiplied by each artist's workstation

• Renderfarm traffic

• CPU limited, but also network-limited

17

Need to store OpenEXR, Cineon 2K, DPX, proxies, 3D shadow maps, different versions.  In 
total, RSP has 15TB of disks.



Requirements

• Gigabit ethernet (bonded) can't cope

• Unless you change your workflow...

• Pull working set to local disk; put it on 
fileserver when you're finished

• Use proxy images: half-size or quarter-size

• Talked to performance consultants

18

If you're dumb about network traffic, your network won't cope.
If you're smart about network traffic, network's no longer too much of a problem, disk I/O 
becomes the problem.  Performance consultants useful for identifying bottlenecks + 
problems.



Requirements

• Artists' Linux workstations

• PCs, but High-performance PCs

• Need to be responsive

• Latest kernel in Fedora is OK, but used to 
have performance problems (scheduler, 
maybe?)

• Direct interaction with kernel folks is great
(hi Con Kolivas!)
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Summary: need tuning and careful consideration to run properly.  But no overtuning, waste of 
time.



Requirements
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What other requirements do we have?  The tools...
Necessary: closed source programs + proprietary hardware
Note: Massive, complex pieces of software!



Requirements

• Adds constraints, causes problems:

• In Theory: require approved distributions
In Practice: Hahaha, err, no

• Newer kernel required
Upgrade Nvidia Drivers
Shake no longer works properly

• XSI: Very stable on Windows, not so on Linux
Maya: Causes crashes with KDE's Klipper

• Gretag USB colour probe: problems with 
hotplug
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RedHat 9. XSI: Small issue, but interesting interaction. Very short shpiel on cineSpace/colour 
calibration.  Didn't know a thing about Hotplug, but now we do.  Was problem with PCI IDs.  
Developers of colour software also must use closed APIs...



Requirements
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Requirements

23

Kludges vs proper fixes.  Often, problems will happen again when we fix them, i.e. we don't 
fix it properly.  (Oh no!) As long as you document this, it's OK.  Remember, time!  Deadlines!  
VFX artists!



Tickets Bugs

Request Tracker
+ internal changes

+ third-party plugins
TRAC

For users' problems For our problems
(projects)

Closed when the
users' problem

is fixed

Closed when we
fix the root cause

of the problem
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0. Two kinds of tech support systems.  e.g.: Gamin using 100% CPU
1. Enable users to track their progress (empowerment), enable us to track our progress



Requirements

• Metrics...
On average: 20 tickets per day
Right now: 50 tickets per day (deadlines)
What's our run rate?

• It's all about attitude!

• Tech support?  Or internal solutions 
provider?

• Fixing things vs making us more productive
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Many tickets get turned into projects, which are long term fixes.
Metrics measurement is important (for both management and us!)
VFX artists, business group etc. are internal customers.



Questions?
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Should be at 37 minutes.  Andre back in.



Requirements

• Renderfarm

• Sun Gridengine (open-source) + craploads of 
internal scripts

• Python

• ... and (t)csh (historical, ov course)

• with Python scripts that write (t)csh scripts

• Example: adding double-slot tasks
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Gridengine: Built on UNIX principles.  Distributed, super-lpr.  Queueing system with error 
codes.  (Think print job: success, fatal error, error but try again) etc.  Renderfarm system 
about as ad-hoc as lpr, but worse.  Few formal frameworks!  Adding double-slot tasks (dual 
proc, hyperthreading, dual core): 5 seconds to turn on, 1 week to benchmark (with setup of 
harness).  Found optimal was to turn on for 40% of the machines capable, due to extra 
network load + I/O load on local disks.  But why 1 week to test?  Because...



Requirements
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Generally high stress level.  Tight delivery times.  Working with crazy Hollywood folks.  Work 
hard, party hard.  At same time, need to always improve process to make us better than the 
overseas VFX houses!  What do users think of Linux?
Should be at 42 minutes.



Our Users vs Linux

• Impressed by stability

• Are not stupid (in the geek sense):

• 80% proficient at writing simple shell scripts
50% write complex shell scripts / Python
3D artists are very good C++ coders
Some Germans start Gentoo flamewars

• Wish more GUI front-ends were available

• GNOME (fast/stable) || KDE (customisable)

• User-run Wiki as ad-hoc knowledge base
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Hand over to Anthony.  Stability: apps may crash, Linux doesn't.  Still not away from a 'magic 
reboot' culture, though.  Shell scripts: Empowerment through automation of process.  
Argument setting program, vs deep directory changer.  Need more RAD tools for writing 
GUIs.  (See Cocoa-Python on Mac.).  Offer both GNOME and KDE, e.g. Maya crashing, try 
GNOME.



Our Users vs Linux

• Teaching responsibility

• Network and disk is a shared resource

• What you do can greatly impact others!
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In paper yesterday: five Rs (reading, riting, rithmetic, respect, responsibility).  No needless 
renders, no excess Shake nodes, no 10MB attachments * 100 people (you get flamed!).  
Different from corporate behaviour.



User 
Empowerment
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Filesystem + Our Environment



Our Environment

err, i know we should…

Automated installation tools...
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First question you guys will ask us...  Generally roll out new builds after entire jobs are 
finished (6-12 months).  Push out small ad-hoc changes.  Currently quite manual, but size of 
network forcing us to look at automated tools (isconf, radmind, rsync, etc)



Our Environment

• All production applications served from 
central fileserver

• Extra network I/O, but easier to maintain

• Consistent, powerful directory structure

• Dealing with a myriad of applications:

• 'needs' system:
tcsh% need shake
tcsh% need hp4
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Distributed package management system would make things easier, but we'll discuss that 
later.  Abuse the filesystem as a organisation tool.  Programs need a properly setup 
environment: e.g. LD_LIBRARY_PATH to point to differing versions of C/threading/whatever 
libraries.  Artists need specific customisations to their programs, we do that for them.  e.g. 
run with specific set of plugins, use different versions of plugins (including in-house plugins).  
Customise delivery resolution, aspect ratios (HP4), etc.
And now for something different...



The Big Picture...
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Hand back to Andre.
Beautiful, elegant, evolving systems, what we do in the future (zen moment).  How awesome 
is that photo? (52 minutes)



The Big Picture

• More Automation (duh)

• Version control for source builds

• Distributed revision control systems vs 
package management

• Better Collaboration (with ourselves and 
others)

• ... open-sourcing some tools.  We thank the 
community, and want to give back!
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Replace documentation with automation.
Managing local patches to upstream programs (cinePaint), versioning config files, installation 
of programs.  Maybe maybe similar to Canonical's Launchpad project?
Better collabolation: internal wiki, shouldn't have to solve the same problem twice (e.g. Nvidia 
vs Shake conflicts)



The Big Picture

• 3 Key Points:

1. Fix things once: discover the root of 
problems.  It makes your job more interesting 
and satisfying.

2. Educate and empower users.

3. Be human: be flexible, enable artists to be 
their most creative, foster mutual respect.

37

But ultimately, when you do your job right, the really big point is...
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Creation
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People remember
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Having an impact
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On people
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There's always crap
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But there's also gems
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We are lucky
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Linux should be proud to be part of it
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How many of these movies do you love?
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Watch the credits next time!
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Creation
Art

Humanity

Telling a Story
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Bring Anthony up.  VFX is a great industry, but with plenty of problems to be solved.  Linux 
has contributed a great deal to solving those problems.



Questions?

www.rsp.com.au

www.risingsunresearch.com
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Thank You!

www.rsp.com.au

www.risingsunresearch.com
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